
DiaryMate: Understanding User Perceptions and Experience in
Human-AI Collaboration for Personal Journaling

Taewan Kim
KAIST

Republic of Korea
taewan@kaist.ac.kr

Donghoon Shin
University of Washington

Seattle, WA, USA
dhoon@uw.edu

Young-Ho Kim
NAVER AI Lab

Republic of Korea
yghokim@younghokim.net

Hwajung Hong
KAIST

Republic of Korea
hwajung@kaist.ac.kr

Figure 1: Key screen of DiaryMate. DiaryMate is a personal journaling assistant that leverages an LLM to assist users in writing a
personal journal (A) Generate using keywords: This feature allows users to tailor sentence output using input comma-separated
keywords. (B) Generate next sentences: This feature auto-generates sentences fitting the current text.

ABSTRACT
With their generative capabilities, large language models (LLMs)
have transformed the role of technological writing assistants from
simple editors to writing collaborators. Such a transition empha-
sizes the need for understanding user perception and experience,
such as balancing user intent and the involvement of LLMs across
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various writing domains in designing writing assistants. In this
study, we delve into the less explored domain of personal writing,
focusing on the use of LLMs in introspective activities. Specifically,
we designed DiaryMate, a system that assists users in journal writ-
ing with LLM. Through a 10-day field study (N=24), we observed
that participants used the diverse sentences generated by the LLM
to reflect on their past experiences frommultiple perspectives. How-
ever, we also observed that they are over-relying on the LLM, often
prioritizing its emotional expressions over their own. Drawing from
these findings, we discuss design considerations when leveraging
LLMs in a personal writing practice.
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1 INTRODUCTION
Pre-trained large language models (LLMs) have reshaped our under-
standing of how technology can interact with individuals through
the natural language. These capabilities open new possibilities for
supporting people in various real-world writing tasks [13]. Lan-
guage models no longer merely assist writers with repetitive, simple
editing tasks such as fixing typos or grammar errors; LLMs are now
evolving to a point where they can actively collaborate with human
writers as co-authors [13, 29, 46]. This technical advance allowed
people to adopt LLMs in their writing practice in diverse domains,
such as creative writing [3, 29, 46], scientific writing [17, 22], and
journalism [33].

As people increasingly adopt LLMs for writing, understanding
user perception and experience of writing with LLMs has become
an emerging area of interest in the Human-Computer Interaction
(HCI) community [8, 33, 46]. Recent work has discovered dynamics
between users and LLM where users view the LLM more as an
active writer rather than just a tool, gaining inspiration and ideas
from unexpected machine-generated text [46, 47]. However, story
writers hesitate to incorporate LLMs into their writing process [3].
This reluctance arises from a desire to retain control over their
narrative, concerns that LLM mechanics may not align with their
writing strategies [3], and perceived shortcomings in the LLM’s
contextual awareness [47]. These findings not only highlight the
complexity and diversity of user perceptions regarding human-LLM
collaboration in writing but also emphasize the need for careful
implementation of LLMs as writing assistants. Specifically, the shift
from viewing LLMs as a tool to perceiving them as a companion
increases the importance of understanding user perception and
experience, such as how users navigate this collaborative space,
balancing their writing intent with the suggestions of the LLM.

Building on prior research, our study investigates user percep-
tions and experiences with LLMs in the domain of personal writing
for the purpose of ‘journaling,’ an area that remains under-explored.
Personal writing, in this context, emphasizes activities like keeping
a journal, composing personal essays and letters, blogging, and
penning autobiographies. People chronicle their personal histories
and seek to make sense of their lives and their place in the world.
These forms are inherently introspective, personal, subjective, and
emotionally rich [4, 38]. Therefore, in personal writing, users may
react differently to the collaboration with LLMs, given the deeply
personal nature of the content. For instance, in journal writing,
where grasping the writer’s context is crucial, an LLM might gener-
ate content that doesn’t perfectly resonate with the writer’s specific

situation. This arises because LLMs base their suggestions on statis-
tical projections from vast datasets [27, 35]. However, there remains
a gap in understanding people’s perceptions and experiences with
LLMs in the context of personal writing. Therefore, we centered
our work on understanding how people perceive and utilize the
outputs of LLMs in personal and retrospective writing tasks.

To this end, we developed DiaryMate, a personal journaling
assistant that leverages an LLM to assist users in writing a personal
journal. DiaryMate was designed as a technology probe (TP), for the
purpose of understanding the perception and experience of writing
with LLM in a real-world setting [24]. Through probe deployment
and follow-up interviews, we collected data on how 24 participants
used DiaryMate for ten days and their perceptions and experiences.
We then discuss the design considerations about applying an LLMs
in the journal writing context based on findings.

The major contributions of our study are as follows:
• DiaryMate, a web-based application where users can write
a daily journal with assistance from an LLM

• Results from the field deployment study conducted for ten
days with 24 participants using the TP approach, where we
gathered qualitative and quantitative data on how people
embrace and leverage LLMs for journal writing

• Future opportunities and design considerations of using an
LLM for personal journal writing based on participants’ ex-
periences using DiaryMate

Through this study, we offer insights into how individuals in-
teract with, perceive, and derive value from LLM-assisted writing
tools in a personal context. This exploration extends the current
understanding of LLM applications beyond professional or creative
writing domains to include more personal and subjective writing
context, an area that has been less explored in the HCI research
field. Furthermore, by focusing on personal journal writing, the
study contributes to a broader discourse on the role of LLMs in
supporting introspective and reflective practices.

2 RELATEDWORK
2.1 Personal Journal Writing
Journal writing is a classic method for individuals to record not only
their observations, travels, and findings, but also their overall daily
experiences and thoughts [38]. By disclosing their own experiences
and inner emotions through the journal, people can benefit by
improving their self-expression in a secure environment, which
ultimately enables them to exploremeaningful insights by revisiting
past experiences [44, 45]. Moreover, the process of journaling aids in
pinpointing personal challenges and serves as a therapeutic outlet
for stress relief [1, 42].

Then, what are the characteristics of the journal in terms of
writing style? Prior research generally offers: writing regularly
for a certain period of time, writing down your deep feelings and
thoughts as openly as possible, and writing without worrying about
writing skills such as grammar and spelling and evaluation [20, 37,
44]. As such, journaling gives writers a lot of freedom and seems
easy to do, but it can be overwhelming and challenging for some
writers who are not accustomed to writing. Empirically, people
report difficulties in journaling with starting the first sentence,
with the ability to write and express themselves, and with staying
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motivated [44]. Furthermore, understanding and expressing one’s
inner self can be complex for some people, as individuals differ
in their ability to identify, express, and organize their emotions
and feelings [31, 39]. Therefore, processes like journaling, which
involve reflecting on past experiences and finding meaning within
them, are not necessarily easy or natural for everyone [28].

In the field of human-computer interaction (HCI), studies have
been presented on the use of technology to support people’s ex-
pression of past emotions and experiences by writing. For example,
it has been reported that creating a social atmosphere using con-
versational agent technology can play a positive role in motivating
an individual’s self-exploration and expressive writing [36]. In ad-
dition, social support received from peers in the online community
also positively affects user engagement in journaling [30]. An inter-
action design was also proposed to mediate the negative impact of
recalling past adverse situations/memories while journaling using
sound generation from data analysis, which improved the enjoy-
ment and pleasure of the writing experience [19]. These studies
comprehensively show how technology can help people’s journal-
ing process.

Building on the foundation laid by prior work, our research pri-
marily focuses on the potential of LLMs to assist human writers
in personal journal writing. Our aim is to delve into how LLMs’
text-generation capabilities can aid users in articulating complex
emotions or thoughts that are otherwise hard to express in writing.
Furthermore, we aim to investigate the extent to which LLMs, with
their ability to comprehend the context of existing writing, can
contribute to the enrichment of personal journals by generating co-
herent and contextually relevant sentences. While LLMs have been
shown to enhance general writing abilities—by promoting varied
vocabulary use and clarifying ambiguous ideas [10, 17, 29]—their
application in the realm of personal journaling remains under-
explored. Furthermore, journal writing is deeply personal and can
be influenced by one’s environment, so it is crucial to consider
how LLMs are used in this context thoughtfully. To understand
how users incorporate LLMs into their daily journaling and gauge
their real-world benefits, we utilized the technology probe (TP) ap-
proach [24], which provides insights from actual user interactions.

2.2 Language Models for Writing Support
Advances in natural language processing (NLP) have enabled a
range of technological writing aids, evolving from basic spell-checking
to sophisticated style and grammar checks [11–13]. With the emer-
gence of LLMs, these tools, once limited to error detection, now
offer text rewriting and generation capabilities [13].

One emerging research topic in HCI is to explore how LLMs
can be used for collaborative writing across various writing do-
mains. This includes creative fields like story writing [10, 29, 47]
and metaphor writing [16], and fiction [46], as well as non-fiction
areas such as argumentative essays [29] and scientific writings [17].
Early studies first studied how writers work with LLMs, suggest-
ing interaction methods for human-LLM collaborative writing like
infilling, continuation, and elaboration. These interaction methods
are now commonly used when developing human-AI collaborative
writing systems [47]. Later research expanded its focus to encom-
pass the overall writing process and diverse contexts. For instance,

Biermann [3] proposed a design for an AI companion for story writ-
ing. In this work, they presented a human-AI collaborative writing
support approach that reflects domain-specific characteristics of
story writing, such as defining scenes or character relationships. In
other studies, LLM-based writing assistance has been integrated
and contextualized within social media and online communities to
promote empathetic communication between users [41].

These studies highlight the importance of understanding how
best to tailor and apply LLMs across diverse writing domains and
contexts rather than merely employing them for general writing
support. Additionally, the use of LLMs is branching out into di-
verse realms of writing, such as social media [41], where personal
resonance is crucial. In this study, we delve into the unexplored
potential of LLMs in personal writing, examining both its opportu-
nities and challenges. Through this study, we aim to offer insights
into designing interactions for human-AI collaborative writing,
particularly in personal and reflective writing domains.

2.3 User Perception and Experience while
Writing with LLM

With the role of writing assistance transitioning from a tool to a
collaborator or even a coauthor, understanding how human writers
perceive and accept LLMs in the writing context has become a criti-
cal research agenda. In the realm of creative writing, writers utilize
the outputs of LLM writing assistance as sources of inspiration,
incorporating them as new characters and details or as avenues
for new story developments [8, 29, 47]. However, limitations in the
control and nuances of LLM’s sentence generation can sometimes
hinder writers from reflecting on their writing strategies, causing
some to be hesitant in adopting the technology [3]. Consequently,
recent HCI research emphasizes the importance of acknowledging
the writer’s intention and control by designing more controllable
interactions that reflect the writer’s intent in the LLM’s output [10].
In non-fiction writing areas like science writing and argumentative
writing, LLM outputs help crystallize the writer’s thoughts and
offer fresh perspectives [17]. Yet, collaboration with LLMs in areas
where factual accuracy is crucial brings concerns of plagiarism and
hallucination [15, 40]. This also highlights issues related to deter-
mining the original authorship of LLM outputs and their usage [43].
As complex user perceptions related to writing are reported, how
can the quality of human-AI collaboration in writing be determined
and evaluated? And what evaluation criteria are needed? Such crit-
ical questions have been raised by researchers [47]. Stemming from
this need, recent LLM research has presented datasets of human-
LLM interactions to understand the LLM’s sentence generation
capabilities and subjective interpretations in a more systematic
and data-driven approach [29]. To summarize, firstly, the LLM is
perceived not merely as a tool but as a companion, and secondly,
the collaboration and perception between human writers and the
LLM can vary widely based on the writing domain and the writer’s
intention and perspective.

While most LLM research on user perception and experience has
focused on areas like creative writing, our study aims to explore
the less-examined area of personal writing, specifically journal
writing. Journal writing differs from others, being deeply personal
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Figure 2: Diagram of DiaryMate showing how users write entries and use features (i.e.’Keyword-based sentence generation’ and
’Suggested next sentences’). Users can either incorporate the text recommended by LLM into their diary, ignore it (just for
reference), or request a new one.

and emotionally charged [38]. From the perspective of human writ-
ers, journaling involves the ability to delve into and reconstruct
meaningful and reflective narratives from one’s past and present
thoughts and daily experiences. Therefore, the writer potentially
requires or expects a different kind of assistance compared to the
other writing domains. Our study aims to understand how people
accept and perceive LLMs when writing in a reflective and personal
context like journal writing.

3 DESIGN OF DIARYMATE
3.1 Technology Probe (TP)
Our system, DiaryMate, was designed as a prototype to probe how
a newly introduced technology (i.e., LLM) can be perceived and
used in daily journal writing. On such an account, we determined
high-level TP design guidelines drawing on prior work [24, 26].
We aimed to design a system that (1) includes a core functionality
of the LLM so that users can concentrate on the central concept
of the LLM, (2) allows participants to engage in open-ended and
exploratory use to help researchers examine how users construct
the meaning and value of LLM in journal writing, and (3) collects
various types of user-generated data including participants’ diary
entries and interaction logs to understand meaning-making pro-
cesses better. The following sections describe DiaryMate’s features
and implementation details.

3.2 Overall Concept and Interaction Flow
DiaryMate is a writing assistant that supports users’ journal-writing
processes. Using DiaryMate, users can get AI assistance while writ-
ing their daily diaries. We intend to use DiaryMate to explore how
people embrace and perceive recent LLM technologies in journal
writing.

To inform the design of an AI-assisted writing feature, we first
clustered the types of features of existing LLM-based co-authoring
systems [10, 16, 17, 29, 46, 47], as well as the capabilities of widely
used LLMs [5, 6]. Then, we discussed the criteria for clustering
until we reached an agreement among four researchers. Through
this process, we were able to elicit two major approaches to imple-
menting the system: User-guided authoring and Unguided authoring.
User-guided authoring lets users operationalize factors in the sys-
tem, so that they can intentionally guide the output. For example, in
the TaleBrush system [10], the user’s intent can be included in the
LLM’s sentence generation through the drawing of fortune lines.
Likewise, we decided to simplify the process for users to establish
their intentions by asking users to add keywords that they wanted.
On the other hand, unguided authoring simply generates the next
sentences based exclusively on the existing contents as proposed
in [29, 47].

Based on the design goals suggesting both guided and unguided
authoring capabilities, we designed and instantiated DiaryMate’s
writing flow such that users can undertake the following procedure.
First, just as in conventional diary writing, users can enter a title
and freely add diary content in our interface (See Figure 2-(A)).
In this process, whenever users need assistance from the AI, they
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can send a sentence generation request by several pre-defined key-
words (See Figure 2-(B)) or without specific inputs except texts
they have already generated in the text field (See Figure 2-(C)).
Once completed, users can save the data (See Figure 2-(E)), and the
system provides feedback (See Figure 1-(C)), a summarizing and
empathizing message generated based on the diary content that
the user saved.

3.2.1 Generating sentences using keywords. In the “Generate us-
ing keywords” tab menu, users are shown a slider to manipulate
temperature and keywords for sentence generation (See Figure 2-
(B)). Using the slider, the user can change the temperature to any
level between “typical sentence” (low temperature) and “unique sen-
tence” (high temperature). The system sources keywords from users,
which later serve as material for generating sentences. Although
there is no strict requirement for keywords, users are encouraged
to separate keywords by a comma (i.e., chores, tired, roommate, ...),
notified with placeholder text, to make the structure coherent with
the format of our trained texts.

Next, the user clicks “Generate sentences,” which subsequently
returns up to five sentence recommendations (See Figure 2-(D)). If
the user is satisfied with any of the recommendations and wants
to add them to the content text field, they can click the sentence;
otherwise, users can start the process over or skip the recommen-
dations.

We intended this approach to allow the system to effectively
use keywords as a writing aid without limiting the model’s ability
to produce original and meaningful text relevant to the user. By
providing the model with a seed of relevant keywords, we were
able to guide its output in a way that was contextually relevant and
coherent while still allowing for creativity and flexibility in the text
it generated.

3.2.2 Recommending next sentences. This function automatically
generates relevant sentences based on the existing text. Users can
simply click “Generate next sentences” to generate the next sen-
tences corresponding to the existing text (See Figure 2-(C)). Similar
to keyword-based sentence generation, users are asked to adjust the
temperature slider to the desired level. Once clicked, users are given
five sentence candidates, analogous to that of keyword-based rec-
ommendation. The user can choose one among up to five sentences
recommended by DiaryMate, which is appended to the content
upon click.

We intended this feature to augment the introspective journaling
process by offering sentence suggestions. When a user encounters a
moment of hesitation or seeks to expand their thought process, they
can utilize this feature. It leverages the context of the existing text to
generate sentences that are coherent with the user’s narrative and
emotional tone. Especially, rather than just recommending a single
sentence and prompting its use, we designed the Recommending
next sentences feature as a tool that allows users to explore a variety
of sentences they could use in their journals.

3.2.3 Receiving feedback about a completed entry. Users can com-
plete their journal entries by actively collaborating with AI-assisted
sentence-generation functionalities (i.e., Generating sentences us-
ing keywords, Recommending next sentences). Once complete,
users can record their diaries by clicking the “Save today’s diary”

button. When a diary is saved, a pop-up screen notifies the user
that their diary has been saved successfully. Here, DiaryMate also
briefly summarizes based on their diary content.

3.2.4 Model selection & prompt setup. Our system is targeted to
users in South Korea, whose main language is Korean. As such, we
decided to utilize a large language model (LLM) that can be used in
the Korean context and is comparable to similar alternatives (e.g.,
GPT-3 [6]), so as to ensure the generalizability of our study. As
such, we decided to use HyperCLOVA [27], an LLM deployed in
the Korean language. Consisting of 82B parameters, HyperCLOVA
is trained on 560B Korean tokens to accommodate diverse Korean
few-shot learning tasks. In addition to metrics that are comparable
to existing, widely used LLMs, the operationalizable environment
(e.g., user-configurable parameters, temperature, max-tokens, and
penalties) is analogous to its alternatives. Thus, we believed that
such similarities in configurations would make our study more
generalizable to LLMs targeted to other languages.

3.3 System Implementation
DiaryMate was developed as a web application. The system is built
upon Svelte (Javascript-based framework), and the LLM (Hyper-
CLOVA) is connected and implemented on the Python web server.
Once the user requests sentence recommendations or completes a
diary, the web app sends a request to the web server and returns
the results, and the data is then populated in the web app. All in-
teraction logs and diary data are saved onto the Google Firebase
database.

4 METHOD
4.1 Field Deployment Study
We conducted a 10-day field deployment study using DiaryMate
to explore the opportunities and challenges of using an LLM in
the journal writing context. The purpose of our field study was
not to evaluate the system’s usability, but to use DiaryMate as a
TP to understand how people use technology in their journaling
practice and what perceptions and desires they had toward an LLM.
To this end, we provided the participants with a minimum guide
and requirements, and allowed them to use the system as freely as
possible.

The field study proceeded according to the following steps: (1) A
30-minute introductory session introducing the DiaryMate system,
(2) the process of using DiaryMate in daily life for ten days, and (3)
a 40-minute follow-up interview to understand the influence of an
LLM on journal writing experience and the perceptions of the LLM.
The introductory session was held in an offline space with no more
than five participants. Interview sessions were conducted using
online ZOOM meetings. The IRB of the researcher’s university
approved the procedure of our study, and informed consent was
obtained from all participants. We will further elaborate on the
detailed measures in the Ethical Considerations section.

4.2 Collected Data
4.2.1 Application usage log. We focused on understanding how
participants interacted with LLM in DiaryMate and how it affected
their writing. As such, we embedded a tracking code in the system
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to measure user behavior when using DiaryMate. More specifically,
we collected the following event logs from the system: (1) inter-
action with LLM, including input data (i.e., keyword, pre-existing
text) when a user requests an LLM feature, temperature parameter
settings, a list of sentences suggested by the LLM, and the sentence
selected by the user, (2) diary data, including the title and contents
of the diary generated by the user and feedback messages generated
by the LLM, and (3) data on overall user engagement, such as log-in
logs and diary review logs.

4.2.2 In-situ experience log. In addition to the log data automati-
cally collected by the system, we added an in-situ experience log-
ging function (The blue capture button is located in the bottom area
of the center column. See figure 1) that can collect qualitative user
experiences feedback on the fly. During the orientation, participants
were guided on how to capture moments of interaction with Diary-
Mate. We informed them that, if they wished to document moments
that were notably impactful, irrespective of whether these expe-
riences were positively or negatively connoted, they could press
the capture button to log these events; upon pressing the button, a
popup window appears where there is a checkbox question asking
participants to select which feature prompted them to press the cap-
ture button (options include Generating sentences using keywords,
Recommending next sentences, the overall process, or reviewing
the diary). Following this, two distinct text fields are offered. The
first field is designed to document positive experiences with artifi-
cial intelligence, while the second field is for recording any negative
experiences. Users are allowed to freely write in whichever field
they prefer, based on their experiences.

4.2.3 Follow-up interview. We conducted semi-structured inter-
views with participants after ten days of using DiaryMate to un-
derstand how they used the system in their daily lives. The in-
terviews were conducted using Zoom video meetings that lasted
approximately 40-50 minutes. We structured our interview pro-
tocol around the following four themes: (1) participants’ existing
journaling habits, (2) overall impression and user experience of
DiaryMate, (3) the impact of LLM on the diary writing process
and how participants used LLM, and (4) expectations, wishes, and
future ideas for using LLM for journal writing.

4.3 Participants
We posted recruitment announcements in a university’s online
communities and bulletin boards. Participants were recruited from
people who met the following criteria: (1) undergraduate/graduate
students over 20 years of age (2) who are able to access Diary-
Mate in a desktop or laptop environment during the study period.
We conducted an introductory session with 26 participants; two
dropped out during the field deployment study. 24 participants
completed the experiment to the end. We ran follow-up interviews
for all willing participants; 20 participated in the interview session.
We provided compensation of 25 USD to all participants who par-
ticipated in the field deployment study for ten days and added 10
USD compensation to the interview participants.

The participants were 14 females and 10males. Their ages ranged
from 20 to 31 years (𝑀 = 23.25; 𝑆𝐷 = 3.01). Fourteen were under-
graduate students, seven were masters students, and three were

doctoral students. All participants were majoring in fields related
to Science and Technology and had basic knowledge of computing.
More specifically, nine had completed AI courses above the un-
dergraduate level, and seven had experience in AI-related projects.
They had varying degrees of journal writing experiences. In the
preliminary survey conducted before the experiment, six (25%)
participants had never written a journal, nine (37.5%) participants
occasionally (more than once a month) wrote a journal, six (25%)
participants had kept a journal more than thrice a week, and three
(12.5%) participants answered that they had kept a journal more
than five times a week.

4.4 Analysis
We conducted quantitative and qualitative analyses to understand
how participants used DiaryMate in their daily lives and how it af-
fected their journaling experience. We first conducted a descriptive
statistical analysis to understand the usage patterns and to obtain
an overview of how participants used the system during the 10-day
field deployment study. We also used t-test and Pearson correla-
tion analysis to compare each LLM feature’s characteristics and
usage patterns (i.e., Generating sentences using keywords, Recom-
mending next sentences). Statistical analysis was performed using
GraphPad Prism version 9.01 and R studio. Qualitative analysis
was conducted from two perspectives. First, to deeply understand
participants’ subjective evaluations, perceptions, and experiences
of using LLM, we analyzed the combination of qualitative data
from interviews and in-situ experience logs. Second, to examine
the characteristics of sentences that participants brought in their
diaries among the LLM generated, we analyzed log data about the
sentences that participants brought those sentences into their jour-
nals. For qualitative analysis, our study employed thematic analysis
to investigate the use and perceptions of LLM in journal writing.
For that, three researchers read the transcript and generated initial
codes using ATLAS.ti Mac (Version 22.0.6.0) 2. The whole research
team then had a discussion to resolve any disagreements between
initially generated codes and finalized codes. Themes then were
generated based on these open codes. During this process, we could
identify statements that revealed the use cases of LLM in journal
writing practice and users’ desire and perception of the LLM. We
structured our themes around understanding (1) how participants
use an LLM in journaling contexts and (2) how participants want
LLM to behave in journal writing.

4.5 Ethical Considerations
We acknowledge that this study addresses ethical concerns, even
though the institutional review board approved it. In conducting
this research, we have taken care to address the potential ethical
concerns. These concerns include the potential for the LLM to gen-
erate offensive or violent content [9, 14]. To address this risk, we
informed participants in the introductory session about the poten-
tial for the LLM to behave unexpectedly and provided instructions
for reporting any problematic words that may occur. Our protocol,
which the IRB approved, includes detailed measures for monitor-
ing participants and a follow-up procedure that incorporates the

1https://www.graphpad.com/scientific-software/prism/
2https://atlasti.com/
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Table 1: Summary of our study participants. The AI Proficiency level of participants is indicated by whether they have taken
AI-related courses above the undergraduate level and/or participated in AI-related projects. Journal writing frequency is
classified as Occasionally: More than twice a month, Regular: 3 or more days per week, Daily: 5 or more days per week.

PID Age/gender Education level Proficiency in AI Journaling frequency

1 23/F Undergraduate - Daily

2 24/F Masters Attended AI-related courses Regularly

3 21/M Doctoral Attended AI-related courses Occasionally

4 21/M Masters - Occasionally

5 21/F Masters Attended AI-related courses
& Participated in AI-related projects Occasionally

6 31/M Masters Attended AI-related courses Occasionally

7 23/M Undergraduate - Never

8 26/F Undergraduate - Never

9 22/M Undergraduate - Regularly

10 31/F Undergraduate Attended AI-related courses Occasionally

11 25/F Undergraduate Participated in AI-related projects Regularly

12 25/F Undergraduate Participated in AI-related projects Never

13 23/F Undergraduate - Daily

14 23/F Masters Participated in AI-related projects Occasionally

15 22/F Doctoral Participated in AI-related projects Regularly

16 23/F Undergraduate - Occasionally

17 23/M Undergraduate Attended AI-related courses Never

18 21/M Masters - Regularly

19 18/M Doctoral - Occasionally

20 26/F Undergraduate - Occasionally

21 23/M Undergraduate Attended AI-related courses Daily

22 21/M Masters Attended AI-related courses
& Participated in AI-related projects Never

23 21/F Undergraduate Attended AI-related courses Regularly

24 21/F Undergraduate Participated in AI-related projects Never

university’s mental health care facility. The protocol ensures that
the research supervisor and co-researchers continuously observe
the interaction between the participant and the researcher. If any
mention of self-harm, suicide, or harm to others is found, we have
prepared further measures that include full payment of the partici-
pation fee and termination of the experiment, as well as follow-up
actions through collaboration with the campus mental health cen-
ter. Furthermore, we used an AI filter provided by HyperCLOVA to
detect and block potentially sensitive or harmful content from be-
ing generated by the LLM. This filter was trained on a large dataset
of offensive and harmful language and was able to effectively pre-
vent these types of content from appearing in our study. Lastly, in
recognition of the potential for journals to contain personal infor-
mation, we have put measures to ensure that participants’ privacy
is protected. Whenever users saved their diary content, we asked if
they would share it for research purposes. Only the data that users

consented to share was analyzed. Any data not consented to be
transferred was saved in a separate location on our server, to be
accessed only when the users wanted to see their entries again.

5 RESULT
In the results section, we first summarize the descriptive statistics to
illustrate how participants engaged in DiaryMate. Then, we report
how participants perceived LLM in the journaling process and their
wishes and expectations about the role of LLM in the journal writing
context. Each participant is referred to by a participant number,
followed by their age and gender in parentheses. For instance, ’P01,
30(M)’ denotes participant number 01, who is a 30-year-old male.

5.1 Descriptive Summary of DiaryMate Usage
Through the field deployment study, 24 participants wrote 215
journals during the ten days of the study. The average length of the
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Figure 3: Box whisker plot illustrated when participants used
each LLM feature (i.e., Generating sentences using keywords,
Recommending next sentences) during the writing of a jour-
nal. The x-axis represents the start and end positions of the
journal, with 0 representing the start and 1 representing the
end. Participants used sentences generated from the Generat-
ing sentences using keywords in a significantly earlier phase
of writing than sentences generated from the Recommend-
ing next sentences feature. Statistically significant results
are reported as *: 𝑝 < .05, **: 𝑝 < .01, ***: 𝑝 < .001

journal was 426.62 syllable count 3 (𝑆𝐷 = 320.00,𝑚𝑖𝑛 = 59,𝑚𝑎𝑥 =

3323). On average, each participant wrote 8.96 diaries during the
experiment (𝑆𝐷 = 1.52,𝑚𝑖𝑛 = 5 [P12],𝑚𝑎𝑥 = 12 [P16, P24]). Nine
participants (37.5%), including seven female participants, wrote
more than ten journals (at least one journal per day), 13 participants
(54.2%), including six female participants, wrote more than eight
journals (average of more than 0.8 diaries per day), and two (8.3%),
including one female participant, wrote less than seven journals
(average of 0.7 or less per day). Overall, the participants were highly
engaged in daily journaling tasks during the 10-day field study. In
the following section, we summarize the findings of the statistical
analysis conducted on the log data.

5.1.1 When were the LM features used? During the study, our par-
ticipants requested a total of 932 LLM features (i.e., Generating sen-
tences using keywords: 329, 34.8%; Recommending next sentences:
603, 64.8%). Among them, there were 434 cases (Generating sen-
tences using keywords: 140 cases, Recommending next sentences:
294 cases) in which the participant selected a sentence out of a total
of 932 LLM requests. We then further analyzed 434 LLM usage cases
(Generating sentences using keywords: 140, Recommending next
sentences: 294) to understand when participants chose to use the
sentences generated by each LLM feature. To this end, we extracted
the relative positions when the participant chose LLM-generated
sentences. (i.e., 0 is the starting position, and 1 is the end position
of the journal) Results from the t-test showed that our participants
more frequently used sentences from Generating sentences using

3Korean uses a unique, combinatory script, resulting in a lower character count com-
pared to English. Additionally, the agglutinative nature of Korea, particularly its use
of particles, makes word counting challenging.

keywords (𝑀 = .27, 𝑆𝐷 = .31) in the earlier phase of writing an
entry than using sentences from Recommending next sentences
(𝑀 = .53, 𝑆𝐷 = .27) (𝑡 (432) = 9.59, 𝑝 < .001) (See Figure 3). Simi-
larly, in the qualitative analysis, many participants responded that
they used Generating sentences using keywords at the beginning
of the journal to initiate writing. “I think the most challenging part
is starting the first sentence of the diary. I liked that it was easy to
generate starting sentences using just a few keywords." (P24, 21(F)).
Another difference in the usage between the two features was that
while participants tended to use Generating sentences using key-
words when they had a clear idea of what they wanted to write, they
turned to Recommending next sentences when seeking a broader
perspective or unexpected suggestions.

We then wanted to know what kinds of LLM-generated sen-
tences people brought into their diaries. DiaryMate suggests up
to 5 sentences upon the user’s request, and the user can select a
sentence among them. We analyzed the characteristics of the sen-
tences selected by the participants in the study. We classified the
sentences selected by users into five themes as follows: Description
of situations, Expression of emotional responses, Reflection, and
Lesson learned, Mindsets and Future events and hopes (See Table 2).

5.1.2 Did the use of the LLM feature affect the journal length? We
examined the impact of LLM features on the length of participants’
journals. The length of a journal can serve as a data point that
can help understand the extent of participants’ self-disclosure and
expression. First, a correlation analysis was conducted to determine
how the number of LLM feature requests (i.e., Generating sentences
using keywords, Recommending next sentences) affected the partic-
ipants’ journal length. In the case of Recommending next sentences,
there was a moderately positive correlation with the length of the
journal (𝑟 = .5797, 𝑝 = .003), but in the case of Generating sentences
using keywords, there was no significant correlation (𝑟 = −.2479,
𝑝 = .242). We wondered if the journal was getting long simply
because the participants used LLM-generated sentences. Therefore,
we further investigated whether there was a correlation between
the number of sentences participants selected (brought) from the
LLM’s suggestions and journal length. Interestingly, there was no
significant correlation between journal length and the number of
sentences chosen to use from the LLM suggestions (Generating
sentences using keywords: r = -.2253, 𝑝 = .2898, Recommending
next sentences: 𝑟 = .1886, 𝑝 = .3775) (See Figure 4). In summary,
these results imply that the more users browse the LLM-generated
sentences from Recommending the next sentences, the more likely
they will write. However, the number of sentences participants
incorporated into their journals was not correlated with the journal
length. In other words, the increased length of the journal wasn’t
merely due to the convenience of having text written on their be-
half.

5.1.3 Does the existing habit of keeping a journal affect the use
of LLM. Next, we wondered whether the LLM feature was used
frequently, even for those who regularly kept a journal. To this end,
we examined the difference in the use of LLM features between
those with a journal-keeping habit and those without. Through
correlation analysis, we found no significant correlation between
the participants’ existing journal-keeping habits and the use of
LLM features (Generating sentences using keywords: r = -.1398, p =
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Figure 4: Scatter plots representing the correlation between the length of the journal and the usage of two LLM features:
Generating sentences using keywords, and Recommending next sentences. ’r’ = Pearson’s correlation coefficient. Statistically
significant results are reported as *: 𝑝 < .05, **: 𝑝 < .01, ***: 𝑝 < .001

.5148, Recommending next sentences: r = -.2223, p = .2965). In other
words, the participants used LLM regardless of their journal-writing
proficiency. Through qualitative analysis, we could understand how
LLM was useful to those who used to keep their diaries and those
who were new to journaling. First, those who write in their diary
regularly evaluate the fact that they can reflect on their feelings
through LLM sentences. “People who regularly write in their diary
want to understand more about their emotions and moods. In that
sense, looking at the sentences recommended by DiaryMate and com-
paring them was apparently a better way to reflect on my internal
feelings." (P05, 21(F)). On the other hand, those who did not write
a diary highly evaluated the LLM function as a tool that provides
practical help related to writing, such as starting the first sentence
or expressing abstract emotions in writing as mentioned in [44].

Moving on to Section 5.2, we delve deeper into our qualitative
analysis, exploring the ways in which participants employed these
LLM-generated sentences in their journaling. Additionally, we dis-
cuss the perceived advantages and challenges they encountered
when utilizing LLM during the journaling process.

5.2 How Do Participants Perceive and Use LLM
when Journal Writing?

In this section, we report the qualitative findings on how our par-
ticipants perceived and used LLM in their journaling practice. In
particular, we report both the positive and negative feedback that
our participants noted in this field study. To this end, we analyzed
in-situ experience and interview data. Regarding the positive aspect,
our participants used LLM to re-examine their past feelings and
thoughts with diverse perspectives and obtain empathy and comfort
from LLM-generated sentences. However, the use of LLM occasion-
ally interrupted the natural progression of a writer’s thoughts and
inadvertently led them to align more closely with the emotions and
sentiments expressed in the LLM-generated text. Users tended to
be more influenced by the emotions and atmosphere provided by
the LLM, leaning their expressions in that direction, rather than
their personal evaluations or thoughts.

5.2.1 Using LLM to revisit past feelings and thoughts from diverse
perspectives. Overall, our participants perceived that LLM provides
diverse suggestions of what other perspectives could exist about
their situation and thoughts: “Reading the sentences recommended
by DiaryMate seemed like it showed the lives of 5 different people and
their ways of thinking." (P23, 21(F)) Although the language model
did not show the response from a real person (e.g., crowd, peer),
participants recognized it as a valid opinion or a thought that real
people would have. The main reason people took the output of LLM
meaningfully was that they had a perception that the contents of
LLM were generated based on learning from numerous articles of
real people: “I knew that DiaryMate was AI, but in fact, the basis of
this AI was written by a human, so I accepted the generated sentence
as if a human wrote it." (P04, 21(M)) Based on this perception, one
participant even used the LLM feature to test whether their thought
was common or not: “I was so curious about whether my thoughts
were common, so I put them in a keyword and then tested them to see
if they came up with the sentence I wanted." (P15, 22(F))

How did this perception of LLM influence the participants’ jour-
naling and retrospection? Oftentimes, it is challenging for a person
to objectively examine their feelings and thoughts in a problematic
situation. In this regard, our participants compared their thoughts
and emotions with the perspectives of other people (suggested by
LLM) to re-visit their past emotional/mental states: “I write a jour-
nal because I want to see myself more objectively, so I think it was
a meaningful experience to see what other people think about the
exact keywords in the same or similar contexts." (P10, 31(F)) This re-
visit also helped them to re-frame past problematic situations in a
positive way and make resolutions on how to behave in a similar sit-
uation. Furthermore, participants explored their past emotions and
thoughts that they could not articulate or discriminate by browsing
the lists of sentences and expressions generated by the LLM. For
example, P16 mentioned that the LLM-suggested sentence makes
subconscious thoughts come to mind: “I regularly feed street cats as
a volunteer. While writing it in my journal, I received a sentence from
AI: ‘I hope cats live a long and healthy life.’ At that moment, I realized
that I had the same thought. This was a memorable moment. I think
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Table 2: The types of sentences that participants brought into their journal

Theme Writings on Example sentences of LLM sentences

Description of situations Facts, activities, and events

“I tried to cut back on drinking because I had to get up early tomorrow and
go to Seoul, but I ended up binge drinking."

“In the end, I had no choice but to take another shower. And I put all the wet
laundry in the washing machine and ran it"

Expression of
emotional responses

Thoughts, feelings, emotions about an
experience

“It’s raining all day today. The rain is falling and so am I."

“It was the happiest birthday in my life! I got so many messages and wishes.
I was grateful to be with my beloved family."

Reflections
and lesson learned

What writer realized, reflected and
learned from experiences

“I feel so stupid. I blamed myself and regretted being so emotional."

“It just occurred to me. If life were a clock, what time is it for me when
everything has been dull since I was 20?”

Mindsets Desires, resolutions on changing one’s
mindset

“I promised myself to always stick to the basics on whatever I do."

“I feel so gloomy all day, even now as I’m writing. But since tomorrow
I will start a new week I should cheer up."

Future events
and hopes

Behavioral planning (e.g. schedules/events)
or hopes for the future

“On this Sunday I’m planning to go out with my friends."

“I’m planning to wake up early in the morning tomorrow, wash, eat
breakfast, and leave right away."

there was a part that made me realize a little bit of the thoughts that
I could not realize.” (P16, 23(F))

5.2.2 Obtaining empathy and comfort while writing using the LLM.
Even though our system does not position LLM as a conversational
agent (e.g., chatbot), participants perceived LLM as someone who
read and responded to their writing: “In DiaryMate, rather than feel-
ing like I am organizing my thoughts on my own, it seems like writing
while having a real conversation with someone.” (P12, 25(F)) Our
participants expressed their ambivalent desire to keep the journal
as a personal and private record, but simultaneously, they wanted
someone who read and responded to their writing. In this view, the
participants rated their interaction with LLM positively. For exam-
ple, P16 felt that LLM’s output provided a feeling of comfort and
empathy: “When I used the Recommending next sentence function,
the AI usually suggested to me some related feelings about the events
I had experienced. I was comforted by the AI because I felt like I was
not the only one who had been through it.” (P16, 23(F)) Furthermore,
many participants liked the fact that it was a machine and not a
person who read their journal. This characteristic (of being read
by a machine rather than a real person) encouraged users to write
more honestly in a more comfortable manner without worrying
about evaluations of others: “In DiaryMate, the person who listens
to me is not human but artificial intelligence, so I was able to write a
little more honestly.” (P04, 21(M))

5.2.3 Interactions with LLMs that disrupt the flow of thought. Par-
ticipants also mentioned some adverse effects of the interaction
with LLM on the journal writing process. One of the most repre-
sentative cases is that using LLM functions could cut off the flow
of thought in the writing process. In particular, this interruption

of flow mainly occurred while using the Generating sentences us-
ing keywords feature and when the LLM showed the sentences
sequentially. For example, P01 mentioned that after requesting an
AI feature, he felt as if the flow of his thoughts had stopped while
simply staring at the text being generated: “This is what I thought
was negative (...) Earlier, when I used to write a journal, I used to
constantly organize my thoughts and think about what I wanted to
write. However, when I clicked on AI features and sentences started
to pop up, I found myself not thinking about anything.” (P01, 23(F))
Such disruption also occurred when an additional task for the LLM
feature was required, such as thinking about keywords in gener-
ating sentences using keywords: “Now that I have to come up with
keywords, I sometimes felt that the flow of writing a journal was
cut off when coming up with appropriate keywords.” (P04, 21(M))
Furthermore, LLMs sometimes interfered with the further inner
exploration of human writers by trying to finish the journal: “AI
sometimes tries to stop my thinking process For example, I wanted to
go deeper, but AI suggested the sentences as if I was about to end my
writing that day.” (P15, 22(F))

5.2.4 Biased towards feelings and emotions suggested by the LLM.
Some participants noted that the overall mood and flow of emo-
tions seemed to have been unwittingly influenced by the LLM’s
output. Because it is difficult to determine an individual’s men-
tal/psychological state, people often tend to trust the output of the
algorithm rather than their judgment [23]. Similarly, while writing
a journal, at some point, participants looked back at their writings
and asked, ‘Did I really feel that way?’: “Before I started writing my
journal, I had thoughts and emotions. But after I read some sugges-
tions from AI, I forgot my feelings and followed what AI said.” (P15,
22(F)) In particular, participants reported similar evaluations when
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they looked back at the completed journal. One participant who
compared journals stored in DiaryMate and regular journals men-
tioned that looking at DiaryMate’s journal, he sometimes felt as if
“It seems like it’s someone else’s story.” (P10, 31(F))

5.3 How Do Participants Want LLM to Behave
in Journal Writing?

5.3.1 How do participants want to control the LLM behavior? Based
on the qualitative data from the interviews, we were able to con-
struct findings on how participants wanted to control the LLM
behavior. After using an LLM for ten days, the participants under-
stood to some extent the types of sentences they could obtain from
the LLM. Based on this understanding, they shared their wishes on
how they wanted to control the language model’s behavior suitable
for their journal writing situation.

Objectivity and subjectivity. First, the participants noted that
they wanted to control whether the LLM would generate sentences
about objective descriptions of facts and situations or subjective
descriptions of feelings and reactions: “When I write a journal, I
mainly write about events that happened a bit too much, and some-
times I want to add feelings. So, I think it would be nice if I could
choose between objective event detail and subjective feeling from the
AI" (P20, 26(F)) Similar to P20, other participants wanted to write
a journal wherein the objective facts and subjective feelings were
balanced. To this end, they wanted to adjust the nature of the gen-
erated sentences according to their needs and intentions. Moreover,
similarly, some participants noted that they wanted to adjust the
characteristics of LLM-generated sentences between rational and
emotional: “I wish that there was an emotional-rational axis as a
parameter that I could control. Sometimes, I want to hear a rational
solution for my current situation. And if I need emotional comfort, I
want to get emotional consolation and empathy from AI.” (P16, 23(F))

Emotions and mood implied in the LLM-generated sentences. Sec-
ond, the participants noted that they wanted to control the overall
emotions of the sentences generated by the LLM. Some participants
mentioned that they wanted to set the overall feeling that they
wanted to emphasize in the journal. From that perspective, they
mentioned wishes that they could choose a certain range of feelings
or emotions that the LLM generated: “I do not know if this can be
called a parameter, but I think it would be nice to be able to select
emotions. For example, if I choose the feelings of the day, I will rec-
ommend sentences while maintaining a general tone of the emotions
I choose.” (P10, 31(F)) Another participant wanted to control the
LLM’s behavior by describing a person’s characteristics: “I think it
would be nice to be able to control the personality of AI in the form
of a virtual character. For example, let us say I want to obtain advice
from a warm-hearted person. I want to set things up like an age in
their 20s, a person with a warm personality.” (P04, 21(M))

5.3.2 What role do participants expect LLM to play in journal writ-
ing? In the early stages of the study, most of our participants ex-
pected the LLM to read their minds and recommend appropriate
sentences to them. In other words, participants initially had high
expectations toward an LLM. However, as time progressed, they
realized that the LLM was not meant to represent their feelings,
but rather to add new perspectives and variety to journal writing:

“When I write in my journal alone, it is almost the same every day.
So, for example, what I did today was blah blah. However, there is so
much data in AI that it just comes up with unimaginable sentences, so
it was meaningful that I could get some fresh direction based on those
sentences.” (P21, 23(M)) In this regard, some participants described
the role of LLM as a book or dictionary that they could refer to
when writing a journal: “I have used it as a dictionary. If I do not
know what sentence to write next, I get a recommendation from AI
and reference it.” (P05, 21(F))

Our participants also mentioned that the initiative in the jour-
nal writing process should be their own. They wanted the human
writer’s role to the that of the main character who decides the over-
all context, flow, and topic, and that of the LLM to be an assistive
role that helps the expression or further description. To prevent
such a situation where human writers lose initiative, they try to
maintain their ownership in the journal writing process. We found
unique user behaviors that reflected this desire in the field study.
For example, P16 used a citation mark (e.g., “text”) when using LLM-
generated sentences. In the follow-up interview, she mentioned
that she wanted to separate what she wrote from AI to retain her
journal as her own writing: “If I take a sentence made by AI as it
is, it feels like copying, in which case, I do not feel like I wrote this
journal.” (P16, 23(F))

6 DISCUSSION
In this study, we investigated how our participants embraced and
perceived LLM’s text-generation capability in a journal writing
context. To this end, we designed and deployed the DiaryMate
system as a technology probe to collect users’ AI-mediated writ-
ing experiences and envision future design considerations. In this
section, first, we present our general reflections on the findings.
Subsequently, we discuss design considerations when exploiting
LLM technology in a journal writing context.

6.1 Opportunities and challenges of LLM for
supporting users’ journal writing

In our study, participants exhibited positive engagement during the
journal writing process when assisted by the LLM. This aligns with
findings from previous research [3, 10, 17, 29] where the partici-
pants of the studies valued the diverse structures of the sentences
provided by the LLM, evaluating them as both valuable and stimu-
lating. More specifically, in creative writing contexts, the sentences
generated by the LLM often acted as springboards for inspiration,
introducing new characters, painting vivid scenes, or subtly shifting
a narrative’s tone [29, 46].

In a similar vein, our study revealed that participants harnessed
such LLM suggestions to enhance their journal entries. Specifically,
we identified that the diversity offered by the LLM can facilitate
writers in exploring their own thoughts and emotions more deeply.
Within DiaryMate, participants primarily documented their past
experiences, capturing inner feelings and emotions that can some-
times be ambiguous and hard to articulate. During such introspec-
tive writing, they incorporated sentences from the LLM, allowing
them to perceive their past from the varied perspectives suggested
by the model.
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Overall, our findings suggest that interacting with the LLM can
amplify the benefits of journaling. The LLM nudges participants
to delve deeper into self-expression, uncover novel interpretations
and significance from past incidents [45], and potentially influence
their future mindset [1].

In our study, participants often viewed the LLM as a collaborative
writing partner that could read and respond to their entries. This
perception highlighted a unique dichotomy: while participants
desired the privacy of their journals, they also yearned for feedback
and acknowledgment. DiaryMate addresses this need, offering a
platform where users can pen their thoughts privately, yet receive
feedback from someone else. This concept aligns with prior research
indicating that virtual agents can encourage individuals to express
themselves in a more open manner [36]. The non-human nature
of the LLM offers an added advantage; users might feel more at
ease discussing vulnerabilities without the fear of damaging their
reputation, as supported by findings on the hesitancy to disclose
personal issues to humans due to potential stigmatization [18].

On the other hand, our study also highlighted potential draw-
backs of using the LLM in the writing process, particularly con-
cerning user autonomy [3] and their perception of journal entries.
We found that users might lean heavily on LLM’s suggestions to
articulate past feelings and moods, sometimes sidelining their own
assessments. This pattern echoes the observations from reflection
studies that leveraged AI, where individuals might override their
personal evaluations in favor of AI-generated content [23].

This phenomenon underscores the need for careful considera-
tion of applying LLM in a journal writing context. This is especially
because the process of reminiscing and reflecting on the past can
have a negative impact on one’s mental health. While reflection
– the deep thinking and consideration of one’s thoughts, experi-
ences, and actions – is known to significantly benefit mental health,
rumination, which involves a continuous focus on personal prob-
lems, shortcomings, and past failures, is negatively associated with
psychological well-being [21]. Considering previous research that
suggests opinionated LLMs can steer people’s perspectives and
viewpoints [25], it’s important to consider the possibility that LLMs
could also influence users’ perspectives and approaches in reflecting
on their past.

Our study reveals that LLMs can emulate a therapist’s role by
providing empathy and comfort to users sharing personal difficul-
ties [32]. However, if users perceive LLMs as actual therapists, this
raises ethical and psychological concerns. The empathy from LLMs
differs significantly from that offered by professional human coun-
selors. Overlooking this distinction risks users receiving misleading
advice, as LLMs cannot fully comprehend or convey the complexity
of human emotions, potentially leading to misunderstandings or
inadequate expression of feelings.

In our system, even without explicit elements of counseling or
therapy, users perceived the LLM as a therapist, influenced by its
natural understanding and fluent responses to their inputs. This
underscores the importance of clearly communicating the limita-
tions and appropriate usage of LLM technology in personal and
emotional contexts. It is vital for designers to grasp the user’s ex-
pectations when interacting emotionally with LLMs and to offer
suitable guidance and support, ensuring users understand the na-
ture and scope of the LLM’s capabilities.

Overall, our study emphasizes the need for careful consideration
in defining the suitable roles and boundaries of LLM use, particu-
larly in personal and reflective contexts.

6.2 Design Considerations for LLM-mediated
Journal Writing

6.2.1 Mitigating over-reliance on LLM outputs. Some of our partici-
pants had a basic understanding of the data-driven nature of LLMs,
particularly those nine who had completed an AI course. With this
background, they tended to interpret the sentences generated by
LLMs as if they were crafted by humans, attributing to them a level
of meaning and intention one might expect from real individuals.
We speculate that this perception arose partly because the sentence-
generation capabilities of contemporary LLMs have advanced to a
level where distinguishing between LLM and human-created con-
tent is challenging. However, some participants attributed to the
LLM’s outputs the sort of meaning or response they believed a
typical person might exhibit in response to specific events. This ten-
dency was further emphasized when they used the LLM’s outputs
as reference points for introspection. We argue that it is crucial for
systems to actively educate users about the inherent limitations
and potential inaccuracies of language models, ensuring users don’t
credit undue significance or trust to the generated content from
LLM.

Furthermore, contrasting AI systems with predictable responses,
the multifaceted and varied outputs of the LLM pose challenges in
determining the range of their responses in advance. Additionally,
it remains challenging to identify and fix biases within LLM outputs
consistently [2, 14]. Compared to fiction and other usual writing
styles, when LLMs give suggestions for personal journals, it can
really affect how the person feels and thinks about themselves.
Consequently, design considerations should prioritize measures
that prevent users from placing undue credibility and significance
on language model outputs. For instance, we could think about
implementing features within the system that periodically inform
and remind users about the limitations and potential inaccuracies
of LLMs. This could be in the form of tooltips, warning messages,
or educational modules that explain how LLMs generate content
and why it should not be interpreted as advice or wisdom from a
human perspective.

6.2.2 Supporting users’ exploration of their inner self. Our study
showed that when people wrote in their journals using the LLM,
they found it more helpful to explore different thoughts and ideas
from the LLM than just looking for the "best" sentence to use. When
writing, participants liked comparing many LLM suggestions to
their own feelings. They said it helped them see their feelings from
a new angle. This process enabled them to view their feelings from
diverse perspectives, thereby enriching their self-reflection process.
We observed that exposure to a wider range of LLM suggestions,
even if not all were used, led to more extended journal entries. This
suggests that providing a variety of viewpoints, including polar-
izing ones, might foster deeper introspection and self-discovery.
The idea behind introducing polarizing perspectives in an LLM
is to encourage users to engage more deeply with their thoughts
and emotions. By comparing and contrasting different viewpoints,
users are prompted to reflect more critically and thoroughly on
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their inner selves. This can lead to a more nuanced understanding
of their emotions and experiences. For instance, if a user is jour-
naling about a specific event, the LLM might offer one suggestion
that interprets the event positively and another that offers a more
critical or negative viewpoint. The user is then encouraged to re-
flect on these different perspectives, which can help them explore
their feelings and thoughts more fully, leading to a richer, more
complex process of self-reflection. Furthermore, this approach not
only widens the scope for self-reflection but also prevents a unidi-
mensional interpretation of one’s emotions, influenced solely by
the LLM’s output.

6.2.3 Assuring user agency in journal writing. Consistent with user
perceptions of human-AI collaborative tasks shown in a previous
study [34], our participants also emphasized that human writers
should take the lead in journal writing. Moreover, we could identify
the desire for controllability so that the participants could adjust
the characteristics and behavior of the language model to their
needs and intentions, which revealed that participants wanted to
take the lead in the process of journal writing. Although concerns
about autonomy and ownership have already been addressed in the
human-AI collaborative writing research domain, in this study, we
further emphasize that system design for achieving user initiative
in journal writing should be prioritized. First, the user’s autonomy
and sense of agency are critical elements in the process of look-
ing back on past events and emotions and finding meaning within
them [7]. Particularly, it has been reported that writing with LLMs
possessing opinions can significantly steer people’s perspectives
and viewpoints [25]. In our study, we additionally identified the pos-
sibility that users could easily follow the algorithm’s output rather
than their judgment, especially when expressing emotions and feel-
ings that are difficult to discern and describe objectively [23]. In a
similar way, some participants had written journals that deviated
from their initial intentions and plans. Therefore, we suggest that
when providing the LLM output containing personal emotions and
feelings to the user, we might consider designing an interface that
allows users to review and evaluate LLM suggestions before accept-
ing them. This ensures that users consciously decide whether the
suggested content aligns with their thoughts and feelings. Alterna-
tively, we could consider a design where the role of the LLM is not
to write the content of the diary directly but rather to help the user
think about what to input and what topics to consider. For example,
the LLM could generate reflection questions, thereby aiding the
user’s self-led retrospection [28]. This can help users maintain a
critical stance and ensure that their journal entries align with their
original intentions and thoughts.

6.3 Limitations and Future work
Our study has several limitations. There is a possibility of sampling
bias and issues of generalizability because we recruited university
students as participants. For example, university students may have
different levels of AI literacy than others. Future studies could
compensate for this issue by recruiting participants, considering
their background knowledge of AI. Next, we acknowledge that 10
days may not be sufficient for examining long-term engagement.
Nevertheless, compared with several LLM co-authoring studies that
weremainly conducted in a single session, we used an approach that

allows people to interact with LLM in the wild. We will continue
to explore the issue of human-AI interactions with an improved
system to understand how people’s acceptance and perception of
LLM change in the longer term.

7 CONCLUSION
In this study, we addressed the opportunities and challenges of utiliz-
ing LLM technology to support users’ journal writing by designing
DiaryMate, a technological probe to allow users to interact with
LLM in daily journal writing. Through a 10-day field deployment
study using DiaryMate, we collected qualitative and quantitative
data on how people perceive and adapt LLM technology to their
personal journaling processes. Participants positively rated the fea-
tures and experiences provided by LLM technology, and the use of
LLM technology helped enrich their journaling experience. Partici-
pants used the diversity of the sentences generated by the LLM as
a tool to revisit their past experiences from various perspectives.
They also perceived LLM as an emotional partner who listened
and responded to their personal stories. However, at the same time,
we found that people gave excessive meaning and credibility to
sentences generated by the LLM, using them as a reference point
for reflection and often prioritizing the expression of emotions
by the LLM over their own. Based on the findings, we provide a
design consideration that prevents users from overvaluing LLM’s
sentences, enhances the experience of exploring diverse perspec-
tives, and provides the initiative to users in self-awareness. We
hope our research will provide insights and research agendas for
designing interactions in AI-mediated writing.
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